1y

I

11

) .Y %
dl/_luf.,hu’&,«_‘;w’(f/,lﬁ"a Iy

Artificial Neural Network and Artificial
Intelligence in Medical Sciences

I )y A

Nasibeh Rady Raz

PhD in Artificial Intelligence and Robotics
Department of Artificial Intelligence in Medicine, Faculty of Advanced
Technologies in Medicine, Iran University of Medical Sciences, Tehran, Iran
radyraz.n@iums.ac.ir

R AT Y '::\‘i -
s s .
»




3
Qj ..“,W.
wﬁ_é




D

A
Y 'M;«u:u"{‘n"’:%:

Course:

Course Topics dd> 4> § S ool Olad> 70,6
Artificial Intelligence (Al) in medicine SR O Ean Seb e VEY e YA
Al and Fuzzy systems and its applications in medicine 3 30 53 G a9 Loian e ) £ gRVFIA I
Machine Learning and its applications in medicine B33 30 ol B g adle 5l VFeYauau Yy
Evolutionary systems and its applications in medicine Sy 30 ol 5B l5 g Aol g5l dingy o oo ysSI VP Y auii
Neural networks and deep neural networks in medicine Sy 0 Gaes gmar o AL g guas b aCS VFRY 008370
Application of Al in Early Detection of Disease L gylow plR0g; auklS )0 Loman Sep 35 VP i ool
Swarm Intelligence and multi-agent/swarm in medicine ~  Sd3 ;0 obdjlable Lo b pruw (ol>djl Sea NPT Cllpos)IA
Application of Al in Cancer Oloyw )0 Loman wed saopls  \FY Clig Lo IYY
Application of Al in surgery > 30 Eamas b sOyls  VFY Clag sl YA
Applications of Al in Neurology wlacl g e 0 Loian Jep sy, \FYab,s 0
Application of Al in Internal Medicine S (SKhp 30 (Loman er Oy VE-Yabs VY
Applications of Al in cardiovascular 39y 9=ld 0 cohan Jan syl VF-Y ol > 4
Applications of Al in Breast Disease Ol s gilow )0 Loan gd O \FTob s TP
Application of Al in Ophthalmology S e 3O Eaman uab slady,lS WY 5 ¥
Application of Al in Nephrology SIP i 3O Laman e Oy, WY .5 4
Application of Al in Otorhinolaryngology = 9 3o g T 0 Lean er oyl \FeY L5 VP
Application of Al in Gynecology and obstetrics Lble 9 (U; )0 Laman Jgb oy, V¥ 5 YY
Application of Al in pediatric medicine Jub!l o5 0 Lomas ed O, VEY L5 Y
Application of Al in anesthesia SN )0 sEgmas b syl VEY oy £
Application of Al in emergency medicine oeliyel Koy 30 Laman Sep s VY Sl VY
Applications of artificial intelligence in orthopedics SNyl )0 Laman Sep soyls VT ol Y
Application of Al in pain management 3y Cupde 3O Lomas ed s \FY ol YY
Application of Al in pharmacology Silwayld 30 Laian Seb saopls  VFY 00 Y

Application of Al in dentistry

SR OIS 3O (L gman gh Oyl

VY et Ve



|
2l

Artificial Intelligence

Al is a multidisciplinary field of study dealing with intelligence,
perceiving, and inferring information by machines.

Narrow Al: is used to solve a specific problem.
General Al: is used for solving general problems.
Super Al: Nobody knows what will happen.
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Artificial Intelligence

Interpretability

Interpretability of
neural networks

Fuzzy Logic
and Control

Possibilistic Approximation
Theory Theory

Next generation artificial intelligence

Global

solution
-

Solvability Robustness

Al

(Deep learning as an example)

Nonconvexity & nonsmoothness Generalization ability of
of parameter estimation problems learning models
Solution v Under fit Over fit

landscape Best
—— o ml:'um Test Error

" No. of iterations

Optimization Probability
Theory Theory

Mathematics



Aspect of Intelligence

Smart

Smart
MULTIPLE

INTELLIGENCES

Logic
Smart




Medical Need

Disease
Detection

prediction of

diagnosis

Data
classification

information
extraction

question
answering

paraphrase
detection

multi-document
summarization

machine
translation

image
recognition

natural language
processing

treatment response

Data Analysis

information
extraction

semantic
parsing

language
generation

speech and
character
recognition

recognition
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NNs are used when
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 ANNs learn from standard data and capture the knowledge
contained in the data.

* It is a system of interconnected nodes that learn to
recognize patterns in data.

* Weights are numeric values that are multiplied by inputs.

e Activation Function is a mathematical formula that helps
the neuron to switch ON/OFF.
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What ANNs do?

 ANN gather knowledge by detecting patterns and
relationships in data and “learn” through
experience.

* ANN learns by optimizing its inner unit
connections in order to minimize errors in the

predictions that it makes and to reach a desired
level of accuracy.

* New information can be inputted into the model
once the model has been trained and tested.
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ANN training process

* The training process for an ANN involves adjusting
the weights of the connections between the nodes.

* This is done by feeding the ANN a set of training
data and comparing the ANN's predictions to the
actual outputs.

* The weights are adjusted so that the ANN's
predictions are more accurate.
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Forward Propagation

h Iterative process until

loss function is

» minimized
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Backward Propagation

15



Type of ANN are

* Feed-forward neural networks (e.g. single-layer
perceptron, multi-layer perceptron, radial basis

function networks) or

» feed-back, or recurrent neural networks (e.g.

Competitive networks, Kohonen’s self-organizing
maps, Hopfield networks)

* New ANN

16



Deep learning model

* Deep learning is the subset of machine learning
methods based on artificial neural networks (ANNSs)
with representation learning.

 The adjective "deep" refers to the use of multiple
layers in the network.

e direct learning of correlations between raw input
data and target output,
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Why Deep ANN

Conventional machine-learning
techniques were limited in their ability
to process natural data in their raw
form.

They need careful engineering to design
a feature extractor that transformed
the raw data into a suitable internal
representation or feature vector for

detection or classification.
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Convolutional Neural Network (CNN)

Recurrent Neural Network

N\

Transformer neural network

Capsule neural network
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Pre-trained Model

* A pre-trained model is a saved network that was
previously trained on a large dataset.

* You either use the pretrained model as is or use

transfer learning to customize this model to a given
task.

 ResNets, VGGs, DenseNet, AlexNet, GoogleNet,
ResNeXt, and SqueezeNet.
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Black box

* The mathematical process through which the

network achieves “learning” can be principally
ignored by the final user.

In this way, the network can be viewed as a “black

box” that receives a vector with m inputs and
provides a vector with n outputs.
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Examples of Data and output

Input data or method

Clinical context

Output information

Age, cholesterol
concentration, arterial
hypertension

Heart sound
Hematologic profile

Visual information of
wireless capsule endoscopy

Glucose concentration —
Near-infrared spectroscopy

Demographic and
clinicopathologic data,
surgical outcome

Cytology of effusion fluid
Speech record

Electroencephalographic
(EEQG) recordings

Coronary artery disease

Valve stenosis

Chronic myeloid leukemia

Small bowel tumors

Diabetes

Hepatocellular carcinoma

Carcinoma

Oral/Oropharyngeal cancer

Epilepsy

Diagnosis

Diagnosis
Classification of leukemia

Diagnosis, classification of
tumor

Diagnosis

Prediction of disease free
survival

Presence of malignant cells

Detection of nasalence
(hypernasality)

Prediction of seizures
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A deep unrolled neural network for rea_.”.
time MRI-guided brain intervention

a MR scanner room Control room —
y o Pes Gadgetron server
i / g s, f o2 (Trained LSFP-Net) e
. =
Acc.u rat.e == i . o S
navigation and 4 e ——— #
. & Flexible . - river

targeting are e A ’\ Dﬁ —‘/-';Mf supply
critical for 1] i
neurological &
interventions

including biopsy
and deep brain
stimulation.

@ Base @ Ball joint ®  Universal joint
@  Locking ring @ Lead screw ® Ceramic needle

Nature Communications volume 14, Article number: 8257 (2023)
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https://www.nature.com/ncomms

Categories of medical images
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Artificial Neural Networks for Decision
Support in Clinical Medicine
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A standardized and unified standard dataset, reliable @
data source and knowledge base, the efficiency of P s
automatically outputting the scheme in line with £ :
clinical decision-making and a friendly communication \l‘a [
interface were necessary in the CDSS. et

. T ol

Guidelines, Cases, Clinical Trials

Doctors

Comprehensive analysis of evidences,
the most appropriate diagnosis and
treatment was provided according to
the characteristics of patients

CDSS
Record and feedback the patient's
prognosis and adverse events
after treatment ?
z / o\
Patients
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Predicts prognosis and cancer
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immunotherapy response

ﬂ'aining
CT image

b

Multi-Task Deep Learning

Task 1:
TME Classification

Task 2:
Prognosis Prediction

Immune TME
1. 2.

Low/ High | High/ High

———p StrOMa
3 4; TME

Low/ Low || High/ Low

Alive Disease §
Disease-free Relapse Deed /

~

SMU-1 Cohort
n =348
( Validation
Task 1
TME Classification

-

1 2 3 4
Actual TME class

Predicted TME class
- w

¥

Task 2

Prognosis Prediction

Survival

Time

v

Chemotherapy
Response Prediction

Survival

| Predicted TME Class 1

Time

| Chemo |
1 No Chemo

v

Immunotherapy
Response Prediction

O
Responder
O
Non -
Responder

Predicted TME Class

Percentage

SMU-2: n = 202
SYSUCC-1: n=125

SMU-2 & 3: n =838

SYSUCC-1 & 2: n = 1187

Stanford: n =123

SMU-1, 2, 3 & SYSUCC-1, 2

(stages Il and Ill)
n=1729

Immunotherapy
Cohort
n =303

\.

J
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ANN in cardiology

Adopting Artificial Intelligence in Cardiovascular Medicine: A Scoping Review
Output / Function

Al research in Cardiology Input data
Published Articles on PubMed
ini Screening
921 == Al Technology
‘ . Diagnosis
|." — Prediction
/ Clinical
Decision Making
:,.' pa Clinica{,dccision mll.l:lg
f 1% {
29
................. ..l.llllllllll
<& nw s N Sy Other regions 3%
58 8§ 8 8§ § § &8

Adopting artificial intelligence in cardiovascular medicine: a scoping review 27
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ANN in cardiology
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Weak anlnlotations Strong arlmloications Unlabellfcli images
Weakly supervised  Mixed supervised Supervised Semi-supervised  Unsupervised
learning learning learning learning learning

l Supervised learning
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Machine learning
algorithm

Input image

Outputs: Segmented image

>

Classification

28



ANN in cardiology

Existing Approach

Clinical guideli

i
MW &

{NCCN, NICE}

—

Expert-driven knowledge acquisition
Clinical Knowledge Model

Knowledge Transformation

Manual Process

ledoe Enoi P T |

QY

5 —

ge Engl
MLM and Executable Knowledge Creation

TOT
[l o 1

Shareable
Knowledge
Base

—_—

CDSS Executable
Environment

MLM-based Reasoner for
diagnosis Recommendation

Proposed Approach

Shareable

Clinical guideli

AW

i

8 P

{NCCN, NICE}

—

Expert-driven knowledge acquisition
Clinical Knowledge Model

(cgm)

Hybrid Knowledge

Intelligent-Knowledge Authoring Tool (I-KAT)
MLM and Executable Knowledge Creation

Knowledge
Base

Data-driven knowledge acquisition %

EMR Data

Machine Learning
Algorithms

—

Prediction Model (PM)

AI-CDSS Executable

Environment
MLM-based Reasoner for

1 diagnosis Recommendation

PR A Iy
GAdis ',.f.;«(.,wu"/ﬂ/r“;?‘:

NCCN: National Compre-
hensive Cancer
Network
NICE: National Institute
for Health and
Care Excellence

CKM: Clinical Knowledge
Model

MLM: Medical Logic
Module

CDSS: Clinical Decision
Support System

PM: Prediction Model

I-KAT: Intelligent Knowl-
edge Authoring
Tool
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ANN in pharmacoepidemiology

- 2,654,527 with no office visits in PCP location

- 428,236 with <2 PCP office visits within 1-3 years

3,621,841 - 18,189 of age <18 or 290 at baseline
individuals in
ambmaé?—;z - 21 missing demographic data
database—

=520,868
Individuals
in C3PO

combine/ Q'

extract data

add
new
data/
features

i Baseline factors

@vital signs billing code

narrative notes ' medications

lab test diagnostic test
L] (eg. imaging, ECG)

Jan 2001 @ Start of follow-up
period

Longitudinal follow-up

Aug 2019 @ End of follow-up
period

31



ANN and disease risk prediction |

models
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Transcriptomics

. . \AGCTCTGTCAAAG
GTCTATCCTAAACAGT
TTTGTGAGGGAGATAG
AGCACCGTGATGGCGT
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in silico network medicine discovery
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Drug-target network

[
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¢ In silico drug repositioning

1 - morbidity

Population
validation

Years

Individuals always
treated with study drug

Individuals never
treated with study drug

network module

E Network proximity :
: SR ~CR i
' d=(2+3)2 i j ;
L B<—le® f I
E d, gl —ig® i i
i d, S0 z= % i
1 1

B Drug target
@ Disease gene

= Shortest path
@ Othergene

Network-based
mechanism-of-action
studies in human
microglia cells

—> ;EZ;&

iPSCs from Neuron
patients with
AD
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ANN in pharmacoepidemiology

and medical data mining

Hardware

~ A

f—t i -~ ;
earable a implanted
cardiac devices

Al-enabled
stethoscope

Maobile sirigle-lead
and multilead ECGs

Software

Secure
data sharing

Natural language
processing

Computational
power

Telemedicine

————

AI-ECG capabilities in the
spectrum of patient needs

Screening Diagnosis
Fully automated,
human-like
interpretation of ECGs
Detection of asymptomatic
cardiovascular disease
{atnial fibrillation, hypertrophic
cardiomyopathy, left
ventricular dysfunction)

Physiological and
structural cardiovascular

phenotyping Treatment
selection and
monitoring

Convolutional - Convolutional

Prognosis

:nd I AN AN N

layer layer
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Implementation of AI-ECG

Core AI-ECG laboratory with automated
throughput of large volumes of data

One-step interface between
user and AI-ECG output

Low cost implementation with
widely accessible tools

Live integration with electronic medical
records and external feedback loop for
continuous validation

Secure data exchange of
patient-owned data
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Artificial Neural Network in Clinical ...,

D

Pain Medicine and Research

Primary observation in terms of
facial cues for pain fed in as
Input. E.g., Glabellar frown
lines, grim face, squeezing of
eyes, lowering of eyebrows.
Increased delta power activity
on EEG.

Assessment of facial cues

»
e

Forward propagation

‘ ‘ Each neuron in deep layer is associated

“\ ‘ <:I with a numerical value called bias,
" which is added to input sum. This value
‘ ‘ \ is passed through a threshold function

called the Activation Function.

Actual

Probability
Output

Observed output

Machine assessed pain
score compared to patient
reported pain score.

Backpropagation

«—Deep Network (Hidden Layers)—

)

Each channel is assigned a numerical
value called weight. Inputs are
multiplied to corresponding weight and
their sum is sent to the hidden layers.

The result of activation function determines if a
particular neuron will get activated or not. The
neurons with highest value will determine the
output. The values are probability.

35



ANN and Multimodal machine
learning in precision health

Multimodal machine learning in
precision health: A scoping review
, hpj Digital Medicine volume 5,
Article number: 171 (2022)

a

Health Centers

R 4

» Drug dlscovery J

Treatment
Decisions

Phenotyping/Subgrouping

Precision Health Outcomes

Diagnosis/
prognosis

@ Target

identification| -

Oﬁﬂ

/B

‘ Clinical trials |

Information Commons

Clinical notes

Demographics/
lab values

Time series

Imaging

y%%@t

Information transformation/merging/modeling
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ANN and Information fusion

Disparate Health Data

Medical imaging Clinical notes

N Demographics/lab values Time series 7,

Fusion Model / \ \ / \
& early j * * intermediate l l \ late )

Clustering Regression Classification
€9 5, 37




Challenges and limitation

MODEL TRAINING

« Training multiple models

« Weighting of data interaction
«Voting issues for multiple models

MODEL BUILDING

MODEL TESTING « Complex and time-

« Lack of comparison with consuming multi-modal

single modality models, creating a barrier

« Lack of comparison with to creation

alternative fusion strategies + Unclear which fusion
models are superior

Merging complementary

and correlated data > 5
=
DATA FLOW-THROUGH TRANSLATIONAL SUPPORT
« Digitally recorded data/retrospective «Lack of FDA approved tools (0%)

+ Missing data « Ease of use for clinical partnerships
«Single site « Clinical relevance is unclear

£ Data =2\ / Modeling R A Translation N
« Explore undersaturated + No consensus on optimal « Keeping front-end model
health topics such as way to combine data usage in mind to allow
dermatology, hematology - Best algorithm is expected to adoption and ease of use
and medication health topics vary by disease/application « Explore multimodal data
« Expand datasets to include « Algorithms such as XGBoost avenues to combat
mutliple sites and make and LightGBM may be robust generizability and bias issues
dataset larger and high performing avenues associated with geographic,
« Create prospective studies to « Graph NN allow for non- gender, ethnic and racial
harness the full extent of ML Euclidean relationships in data subpopulations
« Explicit methodological « Interpretability of model « Deploy data and algorithms
approaches to handle missing development - opt for white according to the FAIR
data box methods over black box principles
« Library development for methods where performance « Seek FDA approvals for ML
data transformation is equivalent models

A y € y € J

b
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ANN and Modality Modeling
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Predict risk of pancreatic cancer
from disease trajectories
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ul{tdtmu’w;«u:‘}/{ﬂ":wl:

Population Diagnoses Clinical diagnosis trajectories Machine learning Minimize prediction error
N . [ 4
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— E — A\ Zo
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£ ] =5 ) \ A
@ , %
2
3 t : §
: : 2
80% 0 D
o o o o o e u 3% 60
Time Time after a ent
@ Diagnosis A Pancreatic cancer X Death (montha)
[ 7rain [ Oev [ Test disgnosis M Error
Error-minimized neural network Risk assessment
- oo Cancer
Patients for { High risk
S assessment q _%mm PP surveillance
£ g oo 3 — W =D
5 - / — &
g 8/ ‘ .
& 01, ) | Low risk
.l Time after assessment
—l, Predicted cancer diagnosis
b time window
Embedding Encoding Predicting and minimizing
error
. . Time of ;
[ ] Di r 1
A Pancreatic cancer e S|
1 Cancer [ — Bag-of-words )
O No cancer — . s
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2
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diagnosis

Nature Medicine volume 29, pages1113-1122 (2023), deep learning algorithm to
predict risk of pancreatic cancer from disease trajectories
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Development and evaluation of
deep learning systems
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Deep learning study Clinical trial

RRXX | ggggy | XX X X X

Development time Development time Development time Analysis time Analysis time Analysis time

T %% | PEORT REOME VERER | iR

Patient Patients Patients Patients Patients Patients
e £Td
N ESSHEE
Conceptual Test modelling Post hoc Unbiased performance Unbiased estimation Compare long-term
idea options adjustments estimation of medical utility benefits, harms and costs

of clinical application

= e o

KJ

Consider market

Make and Train and tune system Possibly biased Might indicate Compare benefits withdrawal and
test pilot to be evaluated on performance medical utility and harms update system
new cohorts estimation if necessary
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FDA Approved Al Software using
ANN

FDA APPROVALS FOR ARTIFICIAL INTELLIGENCE-BASED
DEVICES IN MEDICINE

8.0S.

201903

2019.04.

Arterys Cardio DL
llEnsosteep
Arterys Oncology DL
Idx
ContaCT
OsteoDetect
Guardian Connect System
EchoMD (AEF Software)
DreaMed
BriefCase
ProFound™ Al Software V2.1
Arterys MICA
SubtlePET
AI-ECG Platform
Accipiolx
icobrain
FerriSmart Analysis System
cmTriage
Deep Learning Image Reconstruction
HealthPNX
Advanced Intelligent Clear-1Q Engine
SubtleMR
Al-Rad Companion (Pulmonary)
Critical Care Suite
Al-Rad Companion (Cardiovascular)
EchoGo Core
TransparaTM
QuantX

Eko Analysis Software

software analyzing cardiovascular images from MR

medical diagnostic application
detection of diabetic

stroke detection on CT

X-ray wrist fracture diagnosis

predicting blood glucose changes
echocardiogram analysis

managing Type 1diabetes.

triage and diagnosis of time sensitive patients
breast density via mammogprahy

liver and lung cancer diagnosis on CT and MRI
radiology image processing software

ECG analysis support

acute intracranial hemorrhage triage algorithm

MR brain interpretation

mammogram workflow

CT image reconstruction

chest X-Ray assessment pneumothorax
noise reduction algorithm

radiology image processing software
CT image reconstruction - pulmonary
chest X-Ray assessment pneumothorax

CT image reconstruction - cardiovascular

mammogram workflow
radiological software for lesions suspicious for cancer

cardiac Monitor
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TYPE OF FDA APPROVAL

S510(K) PREMARKET NOTIFICATION

DE NOVO PATHWAY

PMA

CARDIOLOGY

ENDOCRINOLOGY

RADIOLOGY

NEUROLOG

INTERNAL MEDICINE

OPHTHALMOLOGY

EMERGENCY MEDICINE

ONCOLOGY
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Al-based MRI

interpretation tools

Siemens Healthineers

SIEMENS ...
Healthineers "

(Al) tools to assist in interpreting
magnetic resonance imaging (MRI) studies
of the brain and prostate
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Al tool for sepsis

based on a combination of clinical ImmunoScore
parameters and protein biomarkers

¢ ImmunoScore

VERY W10

Codection Tire
Resp Rate MNWAAI 1T
Sytsale G2 . NAW02I 1147
Dlastote P ™ Hg NNV 144
Pulse Ox NI 1M
BN ¢ MV 1128
Sodm t 158 el N2 1128
Creaunne NI
PCT © 03 ngrmd NN 1117

45



Benefits of Al
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Al Challenges a | M

AN
‘ Bias in data sets, and selection of algorithms

‘ Lack of transparency Explainable artificial intelligence (XAl)

|
‘ Inaccurate results
|
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Al

Note that!!

« AI may not replace human doctors.

e Since doctors are trained to not only diagnose and

treat diseases but also to provide emotional support
to patients.

* Al cannot replace the empathy and compassion that
doctors bring to their work.
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Prevention

Early
Detection

Recurrence
Prediction

Treatment
Selection and
Analysis

Critical
Decision
Making

Mortality and
Morbidity
Prediction

Post Hospital at Home
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Department of Artificial Intelligence in Medicine,
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MA, Ph.D., and Postdoc in Artificial Intelligence and Robotics
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§ Research Interest:

b Artificial Intelligence, Artificial Intelligence in Medicine, Complex Systems,
Biomimicry, Cognitive Science, Swarm Intelligence, Nanomedicine, Targeted
Drug Delivery, Early Detection of Disease, Swarm Nano Robotics, Cancer
Research, Fuzzy Logic and Control, Soft Computing, Neural Networks, j
Machine Learning, Multi-agent Systems, Distributed Decision Making, §.
Biomarkers, Biophysics, Nature Inspired Algorithms, Computational -

. Cellular/Molecular Biology, Protein Folding
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